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1. Introduction  

 

Today, most of the popular search engines like Google, Bing, and Yahoo etc have provided 

us with facilities to locate any information on the Internet. When a user tries to search for any 

information, he usually focuses on some specific topic or person. Search engines use Web 

crawlers to gather information available online. Web crawlers are the devices that keep on 

following the hyperlinks to gather information. Rather than collecting all the available data 

on the Web, focused crawler selectively download web pages that are relevant according to a 

predefined criteria. The concept of focused crawling was introduced in [1]: a focused crawler 

can seek, acquire, and index web pages on a specific set of topics that represent a narrow 

segment of Web. Focused crawling approach leads to important savings in hardware and 

network resources, and helps to keep the data gathered by the crawler more abreast.  

 

1.1 Search Engine 

 

A search engine can be defined as a program created to find information from the 

World Wide Web (WWW). The search engine produces a result by searching 

indexed database as per the user request. Generally, the criteria are specified in 

terms of keywords or phrases. The results fetched are given in an organized 

manner that matches the specified criteria. At the back end, search engines use 

most frequently updated indexes to function quickly and efficiently. Search 

engines maintain their database index by searching a large portion of Web.  

 

1.2 Web Crawler 

 

A Web crawler is also known as a Web spider or Web robot. These are the 

automated computer scripts or software that browses the WWW iteratively by 

following the hyperlinks [2]. The method of retrieving data from Web by a crawler 

is called web crawling. Web crawlers download the visited web pages so that an 

index of these web pages can be created. A Web crawler starts with a list of 



Uniform Resource Locator (URLs) to visit, called the seed URLs. As the crawler 

begins, it retrieves all the hyperlinks in the webpage and adds them to a list of 

URLs to be visited further [3]. 

 

 

 

 

 

 

 

 

 

 

Fig 1: Architecture of a web crawler [3] 

The goal of crawling is to collect as many useful web pages as possible in the minimum 

possible time. Crawler emphasizes the order in which the URLs are visited due to huge 

collection of data on the web. Huge size of the Web makes it impossible for any crawler to 

retrieve all the relevant data from the Web. Therefore, various types of Web crawlers have 

surfaced as an active research area. Web crawlers are the tools for data collection in the 

search engines. These are also called as spiders or robots or wanderers. A simple basic Web 

crawler is a function with a set of seed URLs as input and a set of crawled web pages as 

output. This simple function takes URL one by one, gets the webpage, and adds URLs found 

on this webpage to the list of URLs to be visited further. Brin and Page [2] discuss the 

general basic architecture of the Web crawler and the different data structures that can be 

used. As shown in Figure 1, URL to visit and URL visited so far are preserved to keep track 

of the web pages visited so far. Single URL is selected from the list of URLs and the 

corresponding webpage is downloaded at the local site. From the downloaded webpage, 

URLs are extracted and added to the list of URLs to visit. This basic architecture of focused 

crawler can be improved according to the requirements. In the architecture, more components 

can be added, or existing components can be modified as per the requirements. A simple 

crawler needs at least these components: A set of seed URLs for starting the crawling 
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process, page downloader to download web pages from the Web to the local storehouse or 

Web depository, URL extractor to get the URLs from web pages. This method is repeated 

periodically until the list of URLs to be visited is empty.  

 

1.3 Types of Web Crawler  

 

1. Universal or Broad crawler: This type of Web crawler is not limited to web 

pages of a specific topic or domain. It keeps on following links repeatedly and 

gets all web pages they come across.  

2. Preferential crawler: This type of Web crawler does not crawl all the links 

they come in contact with; instead the user gives a specific topic of interest 

that guides the preferential crawler. Preferential crawler can be classified as 

focused and topical crawler. Chakrabarti et al. [1] proposed one of the very 

first focused crawler that selectively looks for web pages that are relevant to a 

predefined set of topics. Topical crawler is used for searching information 

related to a specific topic from the Web. Topical crawling infers that only the 

topic of interest is specified whereas focused crawling infers that some labeled 

examples of relevant and non relevant web pages are also provided [4]. 

Forum crawler deals with crawling the online forum content. It provides the 

users space to share, discuss and request information. 

3. Hidden Web crawler: A huge part of information on the Web cannot be 

accessed directly by the simple crawlers by following the hyperlinks on web 

pages. This information is hidden behind search or query interface and can be 

found out by only submitting queries to database, these web pages lie in 

hidden Web or deep Web [5]. A special category of crawlers called hidden 

Web crawler deals with crawling this section of the Web.  

4. Mobile crawler: This type of web crawler crawls the data in a way where 

selection and filtration of web pages are carried out on server side rather than 

on the search engine side. These crawlers reduce network load caused by 

universal Web crawlers.[6] [48] 



5. Continuous or Incremental crawler: Based on the estimates as to how often the 

web pages change, this type of crawler refreshes the existing collection of web 

pages by visiting them frequently thereby keeping the database of the search 

engine up-to-date [8]. Nevertheless, there is a bargain between managing page 

freshness and resource utilization. 

 

 

1.4 Focused Web Crawler 

 

By Definition “a focused crawler can seek, acquire and index web pages on a specific set of 

topics that represent a narrow segment of web”. It tries to find high grade information on a 

specific topic while avoiding irrelevant links. It downloads selective web pages that are 

relevant according to predefined benchmark. Focused crawling technique gives priority to 

those urls in the method of crawling where the chances of finding user specific information 

is high. It consists of components like classifier and distiller as shown in below diagram. 

The classifier evaluates the relevance of the page and the distiller identifies the hypertext 

links that points to relevant pages. 
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Fig2: Architecture of a Focused crawler [9] 
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1.5 Subcategories of focused, forum and topical crawler  

 

•  Focused crawler using soft computing techniques. 

• Application-based focused crawler. 

• Focused crawler based on link, text and URL. 

• Focused crawler based on context, graph, decision tree, and DOM. 

• Semantic crawling-based focused crawler. 

• Topic specific focused crawler. 

• Parallel and distributed focused crawler. 

• Language classification based focused crawler.  

• Vertical search engine based on focused crawler. 

• Query, keyword, and metadata based focused crawler. 

• Location and geographical based focused crawler. 

• Incremental and revisit policy based focused crawler. 

 

2. Literature Review  

 

Searching, acquiring and indexing of the Web by search engines can be achieved by using 

Web crawlers. Web Crawlers are the software programs that traverse the Internet gathering 

links and information about the web pages they encounter [10]. The relevant information is 

extracted from the web pages that are downloaded by the page downloader. These web pages 

are then sorted and indexed. Crawling involves performance and dependability issues since 

the web is huge. The crawler is required to fetch all the relevant data while maintaining the 

already downloaded data up to date. 

Instead of collecting and indexing all the web pages over web, focused Web crawler [11] 



knows its crawl boundaries. It selectively looks out for web pages that are relevant to a 

pre defined set of topics. It finds those links on the web pages that are likely to be most 

relevant while avoiding the irrelevant pages on the Web. The aim of a focused Web 

crawler is to collect all the information related to a specific topic of interest on Web [1]. 

The study [12] proposes and discusses execution plans for processing a text database 

using a scan. The method selected has a great impact on the precision and execution 

time. [13] , [14] did an initial evaluation of various topic driven web crawlers and how to 

improve their performance. 

 

The keyword query based focused crawler leads the crawling process by using metadata. 

The keyword data set is used for creating fruitful queries so that the results obtained are 

reported back to the system. An example of keyword query based focused crawler is an 

Indian project for tourism and health named Sandhan [15]. This project focuses at 

identifying the language of a webpage using N-gram technique. For training and testing 

motive regional and health queries are used. Tang et al. [16] proposes a focused crawling 

method for medical information relevance and quality of the webpages obtained by the 

query. They use relevance feedback crawler using query by example. Altingovde et  al. 

[17] built a query engine that allows keywords and queries on the extracted data. A 

domain specific Web portal is made that can extract information from the backend 

database. Mukehrjee [18] introduced a WTMS for collecting topic specific data through 

crawler. Gatial [19] proposed a focused crawling technique based on page relevance. An 

up-to-date review of various crawling algorithms for focused crawler is given in [20] and 

[21]. Generally language specific crawlers [22], [23] are used to collect web pages 

written in their national language. To our information [24] was the first who adopted 

focused crawler to collect web pages written in a specific language and named it 

language specific Web crawler. Finding the query interfaces for hidden or Deep Web is 

an active area of research [25].A SCTWC approach was introduced by Zhang [26] for 

increasing the crawling performance using fuzzy class memberships. Seyfi[27] proposed 

a Treasure crawler which uses a T Graph to assign score to each unvisited link. Yajun 

[28] proposed an improved VSM for improving the performance of focused crawlers.  

Kumar [29] [30] uses a keyword match based approach for obtaining Indian origin 

academician information by using various crawling algorithms for fast retrieval of data. 

Kumar [29] also used the concept of tunnelling initially introduced by [31] to combine it 

with focused crawling for building digital libraries. A genetic algorithm based focused 



crawler is proposed by Goyal [32] for webpage classification to classify webpages as 

relevant or irrelevant. Yan [33] proposes a focused web crawler based on improved 

genetic algorithm by redesigning a more accurate fitness function. Farag [34] proposed 

another focused crawler for societal events. 

 

Table1: Focused web Crawler Studies and Comparative Analysis [3] 

Authors Category Strengths Limitations 

Chakrabarti et al 

[1] 

Focused 

crawler based 

on link, text and 

url 

Compatible with 

javascript sources 

The assumption of linkage 

locality and sibling locality 

is not always true, no 

support for session 

mechansim 

Co et al[35] Focused 

crawler based 

on link, text and 

url 

Ordering the urls to 

visit important web 

pages first 

The technique is validated 

only on Stanford website 

Pant et al[36] Focused 

crawler based 

on link, text and 

url 

Lexical and linkage 

analysis for 

improving the 

performance 

No support for acronyms in 

cluster labeling technique 

Pant et al[37] Focused 

crawler based 

on link, text and 

url 

It uses word both 

near a hyperlink as 

well as on entire 

page 

The performance may be 

improved by using phrases 

and word synonyms 

Diligenti et al[38] Focused 

crawler based 

on context 

graph, decision 

tree and DOM 

Improved efficiency 

as compared to 

traditional crawler 

The requirement for reverse 

links 



Shchekotykhin[39] Focused 

crawler based 

on context 

graph, decision 

tree and DOM 

Uses combined 

techniques to 

identify and exploit 

navigational 

structures of website  

It does not work with ajax 

applications 

Tsay et al[40] Focused 

crawler based 

on context 

graph, decision 

tree and DOM 

Taxonomy based 

and keyword based 

approaches are used 

to specify user 

interest 

it works only with pure 

HTML text 

Aggarwal et 

al[41][42] 

Learnable 

focused crawler 

Intelligent crawling 

that learns the 

characteristics of 

linkage structure of 

www 

Linkage characteristics 

used for www are less 

Huang and 

Ye[43][44] 

Learnable 

focused crawler 

Initially it uses 

SVM classifier and 

once enough 

webpages are 

obtained it switches 

to naive bayes 

The initial speed of the 

crawler is slow 

Chung and 

Clarke[45][46] 

Topic specific 

focused crawler 

Uses hash based 

technique on the url 

to determine the 

topic of page and 

assigning it to a 

particular crawler 

Multiple crawlers may 

independently encounter 

the same url 

Noh et al[47] Topic specific 

focused crawler 

It computes the 

degree of relevance 

of webpages using 

Tf-idf entropy and 

Subject system used consist 

of only 400 webpages 



compiled rules 

Qin et al. [48] Application 

based focused 

crawler 

Uses meta search 

enhanced focused 

crawling and 

handles the 

tunnelling problem 

efficiently 

Validation of the proposed 

technique is domain 

specific 

Chen and Desai 

[49] 

Focused 

crawler based 

on context 

graph, decision 

tree and DOM 

Uses revised context 

graph to improve 

recall and it also 

gets rid of the strict 

link distance 

requirement 

The proposed study is not 

validated 

 

We aimed at applying these concepts on the topic of: Indian origin scientist’s information 

retrieval.  

Machine Learning based existing crawling work 

S.No Category Citations 

1 Naive Bayes 1,22,23,36,38 

2 Support Vector Machine 37,43,44,57 

3 Genetic Algorithm 32,33,55,58,59,60 

4 Ensemble Methods 53,54,56 

5 Decision Tree 38,39,40,49 

 

The results of above citations show that Chakrabarti et al. [1] were the first to use a (Naive 

Bayesian) classifier to guide a topical crawler. Naïve Bayes works well with text data, is 

easier to implement and fast to classify but it works on small datasets .It is a weak choice for 



guiding a tropical crawler when compared with SVM. Further, the weak performance of 

Naive Bayes can also be explained by extreme skewness of posterior probabilities generated 

by it [22,23,36,38]. SVM is suitable for extreme cases as it looks for extremes of datasets. It 

also works on small datasets but if number of features are greater than number of samples 

then the method is likely to give poor performance.SVM also does not provide probability 

estimates. SVM is computationally efficient but it has some disadvantages which degrades its 

performance for small datasets [37,43,44,57]. Therefore it is proposed to use SVM combined 

with some other classifier so as to improve the performance and provide optimized results. 

These are called ensemble learning algorithms. Ensemble classifiers have been shown to 

outperform individual classifiers on accuracy and robustness as they combine the decisions of 

various classifiers. Ensemble methods also improve crawling performance as they handle 

more input variables, noise and outliers [52,53,54,56].  

Decision trees can deal with both numerical and categorical data and require very less effort 

for data preparation. It also handles non linearity but they can be unstable because small 

variance in the data results in a huge difference in the output [38,39]. Compared with other 

algorithms, Genetic Algorithms provides higher precision and recall if large number of 

features are involved [32,33]. 

 

2.1 Tools and Technologies  

 MATLAB: MATLAB (MATrix LABoratory) is a numerical computing environment 

having multi-paradigm that supports 4th generation programming language developed 

by MAthWorks .It is mostly used in applied mathematics and engineering. It has also 

properties that make it useful in network analysis too. It implements matrix 

manipulations, data and functions plot, algorithm  implementation, user interfaces 

formation and interaction with programs written in other languages like  C, C++, C#, 

Java,  Python and Fortran.  

 PYTHON: Python is a widely used programming language for general-purpose 

programming. It allows the programmer to express concepts in fewer lines of code 

that might be used in C++ or Java. Its interpreter is available for many operating 

systems which can be run on a wide category of systems. It supports automatic 

memory management and multiple programming paradigms.   



 WEKA: Weka is a collection of machine learning algorithms for data mining tasks. 

The algorithms can either be applied directly to a dataset or called from your own 

Java code. Weka contains tools for data pre-processing, classification, regression, 

clustering, association rules, and visualization.  

 JAVA: Java is a programming language created by James Gosling from Sun 

Microsystems (Sun) in 1991. The aim of Java is to write a program once and then run 

this program on multiple operating systems. The current version of Java is Java 1.8 

which is also known as Java 8. Java is defined by a specification and consists of a 

programming language, a compiler, core libraries and a runtime (Java virtual 

machine) The Java runtime allows software developers to write program code in other 

languages than the Java programming language which still runs on the Java virtual 

machine. The Java platform is usually associated with the Java virtual machine and 

the Java core libraries. 

 

2.2 ML Algorithms 

Different machine learning techniques used for classification problems are: 

 Decision tree 

A decision tree helps make a decision about the data item. We need to start the 

process from the root node and keep on answering a particular question at each node 

and take the branch that match up to the particular answer. This way we can travel 

across from the root node then to a leaf and then form conclusions in context to the 

data item. 

 Naive Bayes 

It is a classification technique which depends on the Bayes’ Theorem. It is based on 

the assumption that has independence amongst the Predictors. It is a Naive Bayes 

Classifier which assumes that a particular feature in a class is not directly related to 

any other feature. Naive Bayes model isn’t difficult to build and is really useful for 

huge datasets. Naive Bayes have outperformed all the highly sophisticated 

classification methods. 



 Support vector machine 

Support Vector Machine is a supervised machine learning method. It is used in 

solving both regression and the classification problems. It takes the input, does the 

manipulation of the input and then provides the output. 

 

 K-nearest neighbour 

It can be used for both classification and regression problems. K nearest neighbors is 

a simple algorithm that stores all available cases and classifies new cases by a 

majority vote of its k neighbors. The case being assigned to the class is most common 

amongst its K nearest neighbors measured by a distance function. 

 Linear regression 

Linear regression is an approach for modeling the relationship that lies in between a 

dependent variable ‘y’ and another or more independent variables that are denoted as 

‘x’ and expressed in a linear form. The word linear shows that the dependent variable 

is directly proportional to the independent variables.  

 Ensemble methods 

Ensemble methods are the meta-algorithms that combine several machine learning 

algorithms and techniques into one predictive model in order to decrease the variance.  

 

2.3 List of Open Source Crawlers  

Name of Crawler Language Used 

Nutch Java 

Crawler4j Java 

Mercator Java 

Larbin C++ 

Heritrix Java 

Scrappy Python 

 



2.4 Performance Metrics for Focused Web Crawler  

Harvest Ratio: Brin and Page[2] mentioned the importance of precision and recall. Due to 

the huge size of Web, it is near to impossible to measure recall for a focused crawler.[1] The 

measure of the rate at which relevant web pages are acquired and irrelevant web pages are 

filtered off from the crawling process. This is called harvest ratio. 

 

3. Justification for Research  

 

3.1 Motivation 

 

A Web crawler is the main part of any search engine that seeks and acquires the data that can 

be indexed by a search engine. When we started studying the topic of Web crawler, absence 

of a complete systematic literature review was a motivating factor.  Our study detects various 

limitations and strategies for crawling the Web. Our study tries to explore various 

technologies used for Web crawling and will display their comparative analysis.   

The area of a focused crawler is evolving at a rapid speed. 

Following are some active areas of research [3].  

• Crawler as a service - Companies that require same data can work together for 

crawling and later on access the required data together. It would reduce the overall 

network traffic and would save the resources that are wasted if a single website is 

crawled repeatedly by different crawlers. 

• Lack of crawling standards - Website owners often find the crawling activities 

dubious because of security reasons and bandwidth consumption. A universal 

standard must be developed to determine which resources of the server are accessible 

to the crawler. Rules can be designed to enforce the web crawlers to follow robots.txt. 

• Lack of sentimental search engine - Another area of active research is sentimental 

search engine that can be used for product reviews, social media applications and 

marketing etc. prevailing techniques for sentiment analysis use text analysis and NLP 

to retrieve subjective information of the webpage. But different factors like context, 



cultural and linguistic refinements to extract sentiments from the web page can be 

considered.  

• Crawling multimedia information – Until now, no existing crawler downloads and 

processes videos, images and audio files. Crawling and indexing of multimedia data 

can be an active area of research. 

• Understanding website structure and seed url - A good website structure helps in 

faster crawling. Henceforth understanding website structure and best seed url can 

lead to crawler success. 

• Social network crawlers - Most of the social media allows very limited access to 

crawlers. Infact linkedin has publically stated crawling to be illegal. As social media 

data can be used for decision making, it becomes very crucial to design a plan for 

crawling it.  

As stated above, all areas are open for research.We have identified area of focused 

crawling based on ML for retrieving information of Indian origin Scientists. 

 

3.2 Research Gaps   

 

 Crawling is a never ending process because of huge size of Web. Some sort of 

stopping criteria is required to stop the crawling process [29].   

 There is a need to develop ML based focused crawler for fast and accurate 

information retrieval. 

  A procedure is required to ensure that the crawler does not move out of the 

domain specified. For example, any website may have many outlinks of 

YouTube or Facebook. Such links may lead the crawler to some other domain 

resulting in wastage of resources and time [29].   

  The crawler will crawl all the web pages and fetch the data endlessly if no 

depth is specified. To stop the crawler after following a pre defined set of URLs, 

Some depth control criteria need to be designed [29].  

 There is a need to improve cluster labelling technique to include labels which 

should maintain the case atleast for what appear to be acronyms [3]. 



 A technique is required to evaluate the use of phrases instead of words that are 

extracted from the link context. Use of synonyms can be helpful for extending 

the context [3]. 

 

 

4. Problem Statement  

To design and develop machine learning based focused crawler to retrieve information of 
Indian Origin Scientists. 

 

4.1 Objectives  

The objectives of the proposed work are as follows: 

1. To study existing focused crawler strategies and their relative comparison. 

2. To prepare crawling constraints such as seed urls, depth of crawling, domain 

relevant keyword database. 

3. To design and develop a focused crawling technique to retrieve information of 

Indian origin scientists. 

4. To verify and validate the proposed technique with available open source 

subject systems. 

 

4.2 Methodology  

          The methodology involves the processes that have to be followed to carry out the 

objectives of the research. It is intended that objectives can be achieved by 

implementing following phases of research. To achieve the defined objectives, 

methodology is divided into four phases. These steps are briefly defined as below:   

 The first phase involves fulfilment of Objective 1 which includes the study of 

various existing focused crawler strategies and their relative comparison. The 

work of each researcher has been thoroughly studied to develop an algorithm to 

optimize performance, thereby making the crawling procedure much faster and 

efficient. 



 The second phase involves the preparation of crawling constraints such as seed 

urls through a tool called SEOQUAKE (an addon of Mozilla Firefox), domain 

relevant keyword database has to be prepared manually which will consist of 

names of Indian Institutes, second names of Indians, designations etc so that the 

system can be trained using these keywords. Weight can be assigned to each 

keyword depending upon its importance. 

 The third phase comprises of design and development of a focused crawling 

technique or algorithm for information retrieval using Java or Python. 

 The fourth phase includes the verification and testing of our technique to optimize 

performance. For testing, designed crawler is executed for different sets of values 

and different depths. The data obtained is recorded to study the efficiency and 

constraints of the code. The data fetched is observed to see at what depth relevant 

data could be expected. Proper indexing method can be used for fast information 

retrieval. For this, we can use WEKA tool. 

 

 

 

 

 

 

 

 

 

 

 

 



4.3 Work Plan 

Task Sep,2019-
Nov,2019 

Dec,2019-
Feb,2020 

Mar,2020-
Aug,2020 

Sep,2020-
Feb,2021 

Mar,2021-
Aug,2021 

To study existing 

focused crawler 

strategies and their 

relative comparison. 

     

To prepare crawling 

constraints such as seed 

urls, depth of crawling, 

domain relevant keyword 

database 

Research paper/writing 

First progress in Feb 

2020 

     

To design and develop a 

focused crawling 

technique to retrieve 

information of Indian 

origin scientists 

Research paper/writing 

Second progress in Sep 

2020 

     

To verify and validate 

the proposed technique 

with available open 

source subject systems. 

Research paper/writing 

Third progress in Mar 

2021 

     



Communicate the 

research paper and 

Thesis writing  

Thesis submission in 

Aug 2021 

     

 

 

5. Expected Outcomes  

The desired deliverables of the work will be 

1. A database of the Indian scientists working outside India. 

2. Machine learning based focused crawler that will gather and index the desired 

information. 

3. User Interface for extracting information of interest by the users. 

 

 Contributions for the research community 

This search interface of scientists will give Indian students a platform for potential 

collaborations and interactions. It can be also be used to show case and highlight the 

achievements of Indian scientists working abroad. 

 

 Potential new technical implications etc. 

The focused crawler can be further scaled to optimize performance, which will make 

the crawling process much faster and efficient. A proper revisit policy should be 

devised to continuously update the collected information. 
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